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Abstract—Digital beamforming is a kind signal processing in adaptive array antennas, based on the disposal of data produced by sampling signal. DBF can adjust beam pattern based on the arrival direction of signal, and produce pattern nulling in the direction of disturb signal. Sample matrix inversion(SMI) Algorithm is one kind method in DBF. This paper will introduce my work on simulating and verifying QRD-SMI algorithm based on Virtex 5, an popular FPGA chip produced by XILINX company. QR matrix decomposition is used to transfer matrix to a upper triangle matrix which is more easily to solve the inverse matrix.
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I. INTRODUCTION

SMI Algorithm is based on the standard that make signal to interference-plus-noise ratio(SINR)[1] maximum, which the desired array signal and the unwanted signal have largest proportion. Linearly constrained minimum variance (LCMV) estimate criterion, N signal sampled data may constitute the best target direction[2]. Based on the maximum likelihood, that is static weight which control the beam in the target direction. In practical engineering, inversing \( R_{xx} \) will consume a lot of time and hardware resources, the method to reduce the computational and hardware resources is using the Givens rotation to realize matrix QR decomposition. Changing the problem that solving weight vector \( W \) into a problem solving triangular linear equation. Since the covariance matrix \( R_{xx} \) can be expressed as \( R_{xx} = X^T(n)X(n) \), \( X(n) \) is a \( n \times M \) signal sampled matrix which \( n \) and \( M \) present the number of sample data and the number of array antennas respectively. We can get the equation \( X^T(n)X(n) = S \). If there is a matrix \( Q \) will triangulate matrix \( X(n) \),

\[
QX(n) = A_n
\]

where \( A_n \) is \( M \times M \) upper triangular matrix, an important equation can be deduced as follow:

\[
X(n) = X(n)Q^TQX(n) = (QX(n))^TQX(n) = [A_n^T, 0]^T \begin{bmatrix} A_n \end{bmatrix} = A_n^T A_n
\]

The advantage of these processes is that we have lots of methods to get weight vector more easily. Technical difficulty is how to change the sampled signal matrix \( X_n \) into a triangular matrix \( A_n \) in FPGA. Givens rotation is an appropriate method. Givens rotation is particularly suitable for adaptive array applications, because it better to be applied in FPGA.

II. GIVENS ROTATION

Complex Givens rotation can be presented as the following elementary transformations:

\[
\begin{bmatrix} C & S \end{bmatrix} \begin{bmatrix} 0 & \cdots & x \end{bmatrix} = \begin{bmatrix} 0 & \cdots & y \end{bmatrix}
\]

Where \( G = \begin{bmatrix} C & S \\ -S & C \end{bmatrix} \) must be a unitary matrix simultaneously, so matrix \( G \) must meet following equation

\[
\begin{cases}
-Sx_i + Cy_i = 0 \\
S^2 + C^2 = 1 \\
C^* = C
\end{cases}
\]

Assuming \( X(n-1) \) have already achieved triangulation. When \( x(n) = [x_1(n), \ldots, x_M(n)] \) is being inputed, \( n \times M \) sampled data matrix can be written as follow:

\[
X(n) = \begin{bmatrix} X(n-1) \\ x^T(n) \end{bmatrix}
\]

Rotating matrix \( X(n) \) by a new \( n \times n \) unitary matrix

\[
\overline{Q}(n-1) = \begin{bmatrix} Q(n-1) & 0_{n \times 1} \\ 0_{1 \times n} & 1 \end{bmatrix}
\]

An new equation can be presented as follows:

\[
\overline{Q}(n-1)X(n) = \begin{bmatrix} Q(n-1)X(n-1) \\ x^T(n) \end{bmatrix} = \begin{bmatrix} R(n-1) \\ 0 \end{bmatrix}
\]

Defining the first givens rotation matrix \( G_1(n) \) that is eliminating the \( x1(n) \), so we get equation (9)
Defining the second givens rotation matrix $G'(n)$, $G_2(n)$ is used to eliminate $x_2(n)$, a new equation can be written as follow:

$$G_2(n)G_1(n)\overline{Q}(n-1)X(n) = \begin{bmatrix} z_{11}' & z_{12}' & \cdots & z_{1M}' \\ z_{21}' & z_{22}' & \cdots & z_{2M}' \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & \cdots & z_{MM}' \\ 0 & 0 & \cdots & x_2^{(i)}(n) \end{bmatrix}$$

After $M$ times rotations, a new upper triangular matrix can be presented as follow:

$$G_2(n)G_1(n)\overline{Q}(n-1)X(n) = \begin{bmatrix} R(n-1) \\ 0 \\ \vdots \\ 0 \\ x^T(n) \end{bmatrix} = \begin{bmatrix} R(n) \\ 0 \end{bmatrix}$$

The above describes a recursive method to get the upper triangular matrix. But these are based on the formula derivation, how to achieve Givens rotation in circuit or in FPGA chip? Achieving givens rotation in FPGA is the focus of this paper. As we know, it is difficult to do some matrix processing in circuit or in FPGA. FPGA is based on parallel thought, FPGA has no integrated math library to help us to do some math processes. Compared to floating-point arithmetic, fixed-point arithmetic is more complex. Fixed-point arithmetic needs to be considered data overflow, fractional process. Next I will introduce Systolic array to implement givens rotation in FPGA.

### III. Systolic Array and CORDIC

Systolic array is a parallel pipelined and high-speed signal processing algorithm. Systolic array have lots of advantages, including modular and locality. Systolic array is based on multiprocessor architecture.

All processors have rhythm synchronization. Systolic achieve a high degree of parallelism and pipelining and local communication between processors. Now I will discuss how to achieve givens rotation by systolic array.

Realizing upper triangulation by systolic including two important modules, boundary element and internal element. A 4x4 systolic array is presented in Fig 1.

![4x4 systolic arrays and its boundary and internal element](image)

Boundary element is core unit of systolic array, located on the diagonal of systolic array. Boundary element have two main core functions, firstly it must finishing processing the input data to zero, secondly provide control signals to internal element produced by zero processing. Internal element is located in the upper right diagonal of systolic array, its function is receiving control signal generated from the boundary element and controlled by Con sig c and Con sig s. 4x4 systolic arrays can process the input data sampled from 4 antennas, but we need control the order data enters shown in Fig1.

How to design boundary element and internal element. They must finish function and cost minimal resources. I introduce CORDIC algorithm to achieve this goal. Complex operation such as multiplication and division, can be achieved by shifting processing and addition and subtraction merely. This greatly reduces the implementation complexity required by lots of processing units of the systolic array.

The full name of CORDIC is Coordinate Rotation Digital Computer, be invented by Jack. E. Volder in 1959. Now CORDIC has become a modern numerical model in hardware acceleration. Now introducing the basic principles on cordic.

Let the vector $(x_y, y_0)$ clockwise rotation $\theta$, the new coordinates $(x', y')$ can be written as follows:

$$x' = x_0 \cos \theta + y_0 \sin \theta$$

$$y' = -x_0 \sin \theta + y_0 \cos \theta$$

Where above formula can be changed to the follow equation

$$\begin{align*}
\frac{x}{y} &= K(x_0 + y_0 \tan \theta) \\
&= K(z_0 + y_0) \\
z_1 &= x_0 \sin \theta + y_0 \cos \theta \\
K &= (1 + \tan^2 \theta)^{1/2}
\end{align*}$$

The original rotation can be instead of rotating a series of multiple rotations

$$\theta = \delta_1 a_1 + \delta_2 a_2 + \ldots + \delta_n a_n$$

$\delta_i$ presents the direction of the base angle rotation, if $\tan a_i = 2^{-i}$, multiplying $2^{-i}$ can be get by shifting right i bit, this operation is extremely simple for digital circuit, so a
important equation can be deduced according to (13):
\[
\begin{align*}
    x_{i+1} &= (x_i + y_i \delta 2^{-i}) \\
    y_{i+1} &= (-x_i \delta 2^{-i} + y_i) \\
    z_{i+1} &= z_i - \delta \tan^{-1}(2^{-i}) \\
    K_i &= \prod_{i=1}^{n}(1 + 2^{-2i})^{-1/2}
\end{align*}
\] (15)

When \( n \) is large enough, equation 15 can make \( z_i \) to be close to zero, so the angle can be written as follow:
\[
\theta = \sum_{i=1}^{n} d_i \tan^{-1}(2^{-i}) = -z
\] (16)

When we rotate this vector to x-axis, the value of x-axis is the amplitude of original vector. Simultaneously \( Z \) presents the angle the original vector rotated to the x-axis. Now the recursive process is not a pure rotation, finally we need to make compensation to the amplitude of vector. When \( n \) is large enough, \( K \) is close to 0.6072, a constant \([7]\). When all rotation finished, we can process compensation by making shifting and addition and subtraction. Because the sampled data is complex number, we must rotate the complex number to a real number firstly. So the Givens rotation of a complex number can be presented by equation (17)
\[
G(n, i) = \begin{pmatrix}
    c_i & s_i \\
    -s_i & c_i
\end{pmatrix}
= \begin{pmatrix}
    1 & \exp(\phi_i) \cos \theta & \sin \theta \\
    0 & \exp(\phi_i) \sin \theta & \cos \theta
\end{pmatrix}
= \begin{pmatrix}
    1 & x_i \\
    -y_i & r_i
\end{pmatrix}
\]
\[
\phi_i = \tan^{-1} \frac{\text{Im}(x_i)}{\text{Re}(x_i)}, \theta = \tan^{-1} \frac{|x_i|}{r_i}
\] (17)

IV. SIMULATION IN FPGA

FPGA has strong parallel and pipeline properties which are extremely ideal for systolic array. Simultaneously, systolic requires globe clock which FPGA can provide. The basic structure of QRD-SMI is presented in Fig2.

The implement of QRD-SMI including four basic module, control module, data buffer module, outside module and inside module. The program is described by VERILOG which is specialized hardware description language. The block diagram of outside module is presented in Fig.3.

Testing this program in ISE13.1 platform. In Fig.4, \( x_1, x_2, x_3, x_4 \) constitute 4x4 input matrix, the high 16 bits are real part of signal, the low 16 bits are imaginary part. \( y_1—y_{10} \) are outputs of upper triangular matrix. We can compare matrix RR(result of our algorithm) with matrix R (result of QR function in MATLAB), we can find deviation is in acceptable range.
Assuming a simulation model, signal frequency is 2GHz, the direction of desired signal is 0°, SNR is 0dB. The direction of disturb signal is -20°, SNR is 40dB, the number of input data are 64. ISE simulation data is exported to MATLAB to produce image of pattern as Fig.5, we can get a similar result.

![Fig. 5. Comparing givens rotation result with matlab result](image)

The process which QRD-SMI is realized in FPGA is introduced. We use the CORDIC algorithm to complete the Givens rotation. However, one operation cost 47 cycles, system’s ability to handle high data rate is limited. The program need to optimized to meet faster system clock. If the program can run in 100MHz, two times the data rate can be handle. In addition, reducing cycles of one process by optimizing the frame of program.
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